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Intel GPUs and Programming Model

Gen9 Application Workloads
* Mostcommon Optimized Middleware & Frameworks
in mobile,
desktop and Intel oneAPI Product
workstations : :
Intel® Media SDK Direct Direct . API-Based
Gen11 Programming Programming Programming
® Mobile Data Parallel
. (o) CL Librari
platforms with pen C++ ibraries
lce Lake CPU
Genl?2 Low-Level Hardware Interface
* Intel Xe-LP
6ol

« Tiger Lake CPU

Copyright © 2020, Intel Corporation. All rights reserved.
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GPU Application Analysis

GPU Compute/Media Hotspots
« Visibility into both host and GPU sides
* HW-events based performance tuning methodology
* Provides overtime and aggregated views

GPU In-kernel Profiling
» GPU source/instruction level profiling
* SW instrumentation
* Two modes: Basic Block latency and memory access latency

ldentify GPU occupancy and which kernel to profile. Tune a kernel on a fine grain level

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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GPU Analysis: In-kernel Profiling

Analyze GPU Kernel Execution Assembly Lt

Source & Sournce # Estimated GPU Cycles | »
* Find memory latency or inefficient § HiEdef USE_IMAGE_STORAGE ——
. F ,.".-' lead the nodes information rom the 1Iﬂ.E||E_1-
kernel algorithms ; S —odonate o 160 + 75 oz
* See the hotspot on the DPC++ or comet f1oatd bhoxes minx o8% 8

OpenCL™ source & assembly code 3 floatd bboxes maxx a| o7% 0
floatd bboxes min¥ = gad_| 0.7% [ |
. floatd bb ax¥ a d | 0.7% 0

* Analyze DMA packet execution

const floatd bb _minZ a d | 0.7% 0
const floatd bb as_float cad | 0.7% 0
const int4 children = as_int4(read_imageui| 0.7% 0

o Packet Queue Depth histogram

o Packet Duration histogram
const intd visit = QBVHNode BBoxIntersect(| 13.1% _ -

« GPU-side call stacks 265 bboxes_min, booxes_naxt,

bboxes minZ, bboxes maxZz,

Copyright © 2020, Intel Corporation. All rights reserved.
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Offload Performance Tuning

Copyright © 2020, Intel Corporation. All rights reserved.
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GPU Offload Analysis

Heterogeneous applications
» Off-load models: OpenCL, SYCL, DPC++, OpenMP

Compute/Media

Hotspots

All execution resources in focus Ee
* Explore code execution on various CPU and GPU cores
» Correlate CPU and GPU activity
* |dentify whether your application is GPU or CPU bound

Find kernels for further analysis PREEEEEEEEEGEE

Analysis Configuration  Collectionlog  Summary  Graphics  Platform

» Task level analysis
» Kernel efficiency
» Data transfer rates workioad

clEngueusReadBuff: 2 0.000s
[Qutside any task] 0.03 ).0% , 0.0% 0 0.001s

Copyright © 2020, Intel Corporation. All rights reserved.
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DPC++ Sample app

DPC++ is an extension to SYCL leveraging addition features like:
 Unified shared memory (USM)
* ND-range subgroups
* Ordered queue, etc.

A bunch of sample apps can be found in the OneAPI Toolkit on Github
* We pick-up one: matrix_multiply
» Multiple kernels to select for execution the MM op

» Not fully offload example
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https://gitlab.devtools.intel.com/ecosystem-dev-programs/oneapi-toolkits/oneapi-toolkit/

void multiplyl(int msize, int tidx, int numt, TYPE a[][NUM], TYPE b[][NUM], TYPE c[][NUM], TYPE t[][NUM]) {
int i, j, k;

Declare a deviceQueue
default_selector device;
queue q(device, exception_handler); - -
_"""_______,_————””"‘——’ﬂ’ﬂ’ Declare a 2 dimensional range
range<2> matrix_range{NUM, NUM};

”///,,,;»”” Declare 3 buffers and Initialize them
buffer<TYPE, 2> bufferA((TYPE*)a, matrix_range);

buffer<TYPE, 2> bufferB((TYPE*)b, matrix_range);
buffer<TYPE, 2> bufferC((TYPE*)c, matrix_range);

q.submit([&](cl::sycl::handler& h) { ,—’””’}/}/}//i:::://////’ Declare 3 accessors to our buffers. 2RD, 1 WR

auto accessorA = bufferA.get_access<sycl_read>(h);
auto accessorB = bufferB.get_access<sycl_read>(h); Execute matrix multiply in parallel
auto accessorC = bufferC.get_access<sycl_read_write>(h); over our matrix_range

h.parallel_for<class Matrix1<TYPE> >(matrix_range,[=](cl::sycl::id<2> ind) {

int k; T | ind is an index into this range
for (k = @; k < NUM; k++) {

) accessorC[ind[@]][ind[1]] += accessorA[ind[@]][k] * accessorB[k][ind[1]]; — Perform computation ind[@]
1; is row, ind[1] is col
}) .wait_and_throw();
}

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Demo: GPU Offload Analysis
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GPU Compute/Media Hotspots

Copyright © 2020, Intel Corporation. All rights reserved.
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GPU Compute/Media Hotspots

GPU

Compute/Media

Hotspots

A purely GPU bound analysis (preview)

* Although some metrics to SoC are measured

GPU Offload
(preview)

How to gain max performance on GPU

* In an “ideal world” you'd be using optimized IP blocks - “Performance Libraries”

» High level models like DPC++ still give
ability to tweak workload layout that
better match to GPU architecture

* Need to know GPU blocks as VTune is
providing HW level metrics

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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My GPU architecture

Collection and Platform Info Slice: 24 EUs

: Fixed function units

GPU
Name: Intel(R) UHD Graphics 620
Vendor: Intel Corporation
Driver: 2720100818
EU Count: 24
Max EU Thread Count: 7
Max Core Frequency: 1.1 GHz
GPU OpencCL Info
Version: OpenCLC 2.0

Max Compute Units: 24

Max Work Group Size: 256

Local Memory: 654 KB

SVM Capabilities: Fine-grained buffer with atomics

Quickly learn your GPU architecture details from VTune Profiler Summary page

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Gen9 GPU EU Details

EU compute architecture includes: EU: Executlon Unit
* 24EU x 7thr =168 threads to make busy "

» 128 GRF of 32 Byte (accessible as vector-8 of 32-
bit data), flexible

» 2 SIMD-4 FPUs of 32-bit FP or INT data
* 16 MAD/cycle (ADD + MUL) x 2 FPUs x SIMD-4 )

» 2 additional units: Branch and Send

Main goal is to maximize EU utilization

pr ght© 2020, ItIC orporation. All r ght ved.
*Other names and brands may be I|md thpptyfth

intel



VTune Profiler Analysis

» Select either of GPU analysis configuration:

 Characterization — for monitoring GPU Engine usage, effectiveness, and stalls

 Source Analysis — for identifying performance-critical blocks and memory access

issues in GPU kernels

Optimization strategy:
* Maximize effective EU utilization

« Maximize SIMD usage

* Minimize EU stalls due to memory issues

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.

INTEL VTUNE PROFILER

@ GPU Compute/Media Hotspots (preview) v (4

Analyze the most time-consuming GPU kemnels, charactenze GPU utilization based on GPU
hardware metrics, identify performance issues caused by memory latency or inefficient kernel
algorithms, and analyze GPU instruction frequency per certain instruction types. Leam more

Qverhead

Basic Blocks Latency

intel
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Analyze EU Efficiency and Memory issues

Use the Characterization configuration option

* EUs activity: EU Array Active, EU Array Stalled, EU Array Idle, Computing Threads
Started, and Core Frequency

Select Overview or Compute Basic metric

* additional metrics: Memory Read/Write Bandwidth, GPU L3 Misses, Typed Memory
Read/Write Transactions

e Characterization @ Overhead

Compute Basic (with global/local memory accesses)

GPU sampling interval, ms
1

Grouping: Computing Task

EU Instructions

Computing Task EU Threads Occupanc Computing Threads Started - L3 Bandwidth, GB/sec

Matrix1<fioat> 62.6% ETZLT 0.0% | 95.1% | 131,040 1583 34.9% | 6.8% | 89.763 |

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Analyze GPU Instruction Execution

Use the Dynamic Instruction Count preset
= A breakdown of instructions executed by the kernel

» Groups of instructions
— Control flow
- Send
— Synchronization
— Int16 & HP Float | Int32 & SP Float | Int64 & DP Float
— Other

Grouping:| Computing Task / Function / Call Stack

GPU Instructions Executed by Instruction Type

Computing Task / Function / Call Stack ) i | SIMD Utilizati
omputing faskfrunction FLall Stac SIMD Width SVMU .. S . @ Control Flow @ Send 0 Int32 & SP Float @ Int64 & DP Float @ Other

Matrix1<float> 8| 0B| 2,848,194,560 G | 100.0%

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Analyze Source Code

Use the Source Analysis configuration option

» Analyze a kernel of interest for basic block latency or memory latency issues

* Enable both the Source and Assembly panes to get a side-by-side view

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Demo: GPU Compute/Media Hotspots

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Intel Advisor for dGPU
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Intel® Advisor workflows

.:.|-<:

Offload Advisor Roofline Analysis Vectorization Thread Prototyping Build Heterogeneous

. Optimization Algorithms
Design offload strategy and Optimize - applicatio Model, tune, and test
aggel performance on Enable more 0 multiple threadin 3 Create and analyze data

parallelism and improve its

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Using Intel® Advisor to increase performance

N 2 g o Existing
Existing CUDA code New Code Ex&sﬂ_ng Existing OpenCL™
' Fortran or C Applications
Intel® DPC++
Compatibility Tool
i
Intel® Advisor — Offload Advisor
S T
Kernel Style: Intel® SDK for y
Data OpenCL™ Data
Parallel C++ Applications ~ Parallel C++
— +

Intel® Advisor — GPU Roofline and Flow Graph Optimized
analyzer Code

Copyright © 2020, Intel Corporation. All rights reserved.
*QOther names and brands may be claimed as the property of others.
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Intel® Advisor

« Offload Advisor new Ul (coming in beta10)
» Support for target GPU devices

pr ght© 2020, Intel Corporation. All ri ght ved.
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Select offload modelling pers

pri/build/apm_configs/tests/gen/black-scholes-omp.gen. pvc - Intel Advisor Beta

At

D>

&)

&

CPU Parallelism and Memory
()]

po— Vectorization

B

Q Accelerators Modeling and Roofline
e

— Offioad Modeling

©)

o Threading

008 10 & ato
/en before running the code on the accelerator.
wed for offioading

pective

Copyright © 2020, Intel Corporation. All rights reserved.
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Offload Modelling Workflow

Copyright © 2020, Intel Corporation. All rights reserved.
*QOther names and brands may be claimed as the property of others.
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Offload Advisor: CLI interface

1. Use $APM/collect.py script to run required analysis types:

advixe-python $APM/collect.py --config=<target> <my_project_directory>
-- ./myapp [app_parameters]

2. Generate Offload report:
advixe-python $APM/analyze.py <my project_directory> -o <path-to-report-dir>

There are lots options both for collect.py and analyze.py to tune hardware and software
parameters

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Intel® Advisor
GPU Roofline

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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GPU Roofline chart

GPU Roofline Performance Insights
= Highlights poor performing loops

» Shows performance ‘headroom’ for each
loop

—  Which can be improved
—  Which are worth improving

Matrix2<float>
Self Performance: 8.02 GFLOPS
Self L3 Arithmetic Intensity: 0.23 FLOP/Byte

= Shows likely causes of bottlenecks Self Elapsed Tme: 0268 5

Self Memory Traffic: 9.169 GB

- Memory bound vs. compute bound

= Suggests next optimization steps

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Intel® Advisor GPU Roofline

See how close you are to the system maximums (rooflines)

Y L3; GTI (Memory)

Roofline indicates
room for improvement

Matrix2<float>

Self Performance: 8.02 GFLOPS

Self L3 Arithmetic Intensity: 0.23 FLOP/Byte
Self Elapsed Time: 0.268 s

Self Memory Traffic: 9.169 GB

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Select offload modelling perspective

pri/build/apm_configs/tests/gen/black-scholes-omp.gen. pvc - Intel Advisor Beta

i & vV

]

CPU Parallelism and Memory

2]

Vectorization CPU Roofline Threading

5 ®

Accelerators Modeling and Roofline

©

Offload Modeling GPU Roofline

.3,

the code on the accelerator

®

Copyright © 2020, Intel Corporation. All rights reserved.
*QOther names and brands may be claimed as the property of others.
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GPU Roofline: CLI interface

Run 2 collections with --profile-gpu option:

advixe-cl -collect=survey --project-dir=<my project directory>
-- ./myapp [app_parameters]

advixe-cl -collect=tripcounts --flop --project-
dir=<my project directory> -- ./myapp [app parameters]

Generate a GPU Roofline report:

advixe-cl --report=roofline --project-dir=<my project directory> --
report-output=roofline.html

Generate a GPU Roofline report for integer operations:

advixe-cl --report=roofline —data-type=int --project-
dir=<my project directory> --report-output=roofline.html

Open the generated roofline.html in a web browser to visualize GPU performance.

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Find Effective Optimization Strategies

Y Default: GTI (Memory)
Vieinory Level Configure levels
O CARM® [113® [ SIM® @ GTI(Memory)® @ L3+SLM® to di splay

efault || Apply || Cancel |

Y L3; GTI (Memory) ~

Shows performance
headroom for each loop

Likely bottlenecks

~| Matrix2<float>
Self Performance: 8.02 GFLOPS

Self L3 Arithmetic Intensity: 0.23 FLOP/Byte Su ggeStS (@) ptl mization

Self Elapsed Time: 0.268 s

Self Memory Traffic. 9.169 GB - next ste PS

Copyright © 2020, Intel Corporation. All rights reserved.
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Links

Intel oneAP]

Intel® VTune™ Profiler

GPU Offload Analysis

GPU Compute/Media Hotspots Analysis

Intel Advisor

Intel Advisor Cookbooks

DPC ++ spec page

Sample apps on Github

Copyright © 2020, Intel Corporation. All rights reserved.
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https://software.intel.com/content/www/us/en/develop/tools/oneapi.html?cid=sem&source=sa360&campid=2020_q2_iags_us_iagsoapi_iagsoapiee_awa_text-link_brand_exact_cd_dpd-oneapi-home_O-20WWS_google_div_oos_non-pbm&ad_group=brand_oneapi-home_awa&intel_term=intel+oneapi&sa360id=43700053523136066&gclid=CjwKCAjwh472BRAGEiwAvHVfGrmTFnoyU84CiNHHMXGjNuPx5SsONbRCbLAvFc-4UfRCWTROxbvsXBoC5A4QAvD_BwE
https://software.intel.com/content/www/us/en/develop/tools/vtune-profiler.html
https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/platform-analysis-group/gpu-offload-analysis.html
https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/platform-analysis-group/gpu-compute-media-hotspots-analysis.html
https://software.intel.com/content/www/us/en/develop/tools/advisor.html
https://software.intel.com/content/www/us/en/develop/documentation/advisor-cookbook/top.html
https://spec.oneapi.com/versions/latest/elements/dpcpp/source/index.html
https://github.com/intel/BaseKit-code-samples/

Questions

Copyright © 2020, Intel Corporation. All rights reserved.
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NOTICES AND DISCLAIMERS

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for
optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets
and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with
Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please
refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by
this notice.

All product plans and roadmaps are subject to change without notice.
Intel technologies may require enabled hardware, software or service activation.
Results have been estimated or simulated.

No product or component can be absolutely secure.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.
No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness
for a particular purpose, and non-infringement, as well as any warranty arising from course of performance, course of dealing, or
usage in trade.

Intel and the Intel logo are trademarks of Intel Corporation in the U.S. and/or other countries. Other names and brands may be
claimed as the property of others. © Intel Corporation.

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Legal Disclaimer & Optimization Notice

= Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance
tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions.
Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you
in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more
complete information visit www.intel.com/benchmarks.

= |INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”". NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY
INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL
DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING
TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER
INTELLECTUAL PROPERTY RIGHT.

= Copyright © 2018, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel logo are trademarks
of Intel Corporation in the U.S. and other countries.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the
availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent
optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture

are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the
specific instruction sets covered by this notice.

Notice revision #20110804

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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Backup

Copyright © 2020, Intel Corporation. All rights reserved.
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Performance model

Region X RegionY

Execution time on baseline platform (CPU)

Estimated execution time on accelerator, assuming =—— -
bound exclusively by Compute

Estimated execution time on accelerator, Estimate

assuming bound exclusively by caches/memory

Offload Tax estimate (data transfer + invoke)

\\ R hhh:

Final estimated time on target GPU platform RN \‘ \\\\{\\

X - profitable to Y - too much overhead,
accelerate, t(X) > t(X’) | not accelerable, t(Y)<t(Y’)

tregion = m""X(tcompute’ tmemory subsystem) + tdata transfer tax + tkernel launch

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.




Set Up System for GPU Analysis

Install the Intel® oneAPI software
https://software.intel.com/content/www/us/en/develop/tools/oneapi.html

Linux* systems: Linux kernel 4.14 and higher
Switch to a root mode

or
* Add your username to the video group
* Setthe value of dev.i915.perf_stream_paranoid sysctl option to O
* Disable Hangcheck
sudo sh -c "echo N> /sys/module/i915/parameters/enable hangcheck"

Windows: You can install a GPU driver for your system from https://downloadcenter.intel.com.

Please visit
https://software.intel.com/content/www/us/en/develop/documentation/advisor-user-guide/top/intel-advisor-beta-gpu-
roofline.html

Copyright © 2020, Intel Corporation. All rights reserved.
*Other names and brands may be claimed as the property of others.
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