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• Convergence of AI and HPC: is it really taking place?

• 3 exemples of Extraordinary WL needing Exascale

• Technologies that will get us there
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AI datasets growing to Exascale
Added Speed and Operability

High-Performance Data Analytics
Added Flexibility and Efficiency

Breakthrough Combination
Unveiling New Technology Opportunities

Exploring New Technology Challenges



EXPONENTIAL GROWTH OF TRAINING DATA
Tabular -> Structured -> Unstructured | 50x Growth by 2020¹ (Google)

BREAKTHROUGHS IN DATA SCIENCE
Graph Search -> Neural Nets -> Machine Learning -> Deep Learning

INNOVATION IN COMPUTING
Integrated Circuits -> GPUs -> FPGAs -> NNP

Artificial Intelligence
A program that can sense, reason,

act, and adapt

Machine learning
Algorithms whose performance 

improve as they are exposed to more 
data over time

Deep learning
Subset of machine 

learning in which multi-
layered neural networks 
learn from vast amounts 

of data

1. Eric Schmidt, Former CEO at Google. https://www.theatlantic.com/technology/archive/2010/07/quote-of-the-day-google-ceo-compares-data-across-millennia/344989/

https://www.theatlantic.com/technology/archive/2010/07/quote-of-the-day-google-ceo-compares-data-across-millennia/344989/
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A Roadmap to the Implementation of 1km Earth System Model Ensembles

«…Within the ESiWACE project, we have demonstrated that 1 km simulations with global atmosphere

models are technically feasible (see ESiWACE Deliverable D2.1). However, we are still far from being
able to run a 1 km coupled ensemble in an operational mode even if some of the fastest sup
ercomputers that are currently available are used (Neumann et al., 2019, Fuhrer et al., 2018, Schulth

ess et al. 2019, Dueben et al. 2019). ”
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CHEESE 

https://cheese-coe.eu/

Exascale Pilot demonstrators

“The objectives …. are to provide geophysical simulations with a potential 
usefulness for management of geological resources, civil protection or 
insurance, among others. Reduce the gap between HPC algorithms 
capabilities and end-users needs (response time, throughput, etc.), provide an 
easy access to HPC codes for SE Applications and build PD as an end-to-end 
solution that can be easily compared to the state of the art in the fields of 
hazard assessment, civil protection or fundamental R&D”

https://cheese-coe.eu/results/pilots
https://cheese-coe.eu/results/pilots
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https://candle.cels.anl.gov/

CANDLE
Exascale Deep Learning and Simulation Enabled Precision Medicine for Cancer

…..In the drug response problem, we use supervised machine
e learning methods to capture the complex, non-linear 
relationships between the properties of drugs and the 
properties of the tumors to predict response to treatment 
and therefore develop a model that can provide treatment
recommendations for a given tumor. The scale in this problem 
derives from the number of relevant parameters to describe properties 
of a drug or compound (O(106)), number of measurements 
of important tumor molecular characteristics (O(107), 
and the number of drug/tumor screening results (O(107))…..





software abstraction
ARCHITECTURE AGNOSTIC, READABLE, MAINTAINABLE, PORTABLE

expanded memory storage hierarchy
PERFORMANCE, CAPACITY, CAPABILITY

architecture flexibility
HIERARCHICAL, DYNAMICALLY RE-CONFIGURABLE, COMPUTE DIVERSITY



Exascale machines must treat all as first class citizens
• This is both a hardware and a software requirement

AI has become a major consumer of computing cycles and 
it is expected to grow

• Compute deployment both at edge and in large 
cloud 

• Will drive economies in fabric, compute with a large 
focus on power and perf/W

Mod/Sim Analytics

AI



Multiple offerings covering similar problem domains

HPC is truly the birthplace of many architectures… and the testing ground

The dimensions that we are exploring now to get exceptional performance

• Data level parallel (from fine grain to coarse grain)

• Energy efficient accelerators. (compute density and energy efficiency often are 
correlated)

• Exploiting predictable execution at all levels. (cache to coarse grain)

• Integrated fixed function data flow accelerators.

• General purpose data flow accelerators



POWERING THE FUTURE OF COMPUTE AND COMMUNICATIONS
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Store More Process EverythingMove Faster
INTEL® SILICON PHOTONICS

INTEL® ETHERNET

INTEL® OMNI-PATH FABRIC

CPU

AI ACCELERATORS

GPU 
(Integrated 
& Discrete)

FPGA, GPU





Exascale Storage Stack
 Designed from the ground up for NVM storage

– Built over new userspace NVMe/pmem software stack 

– High throughput/IOPS @arbitrary alignment/size

– Ultra-fine grained I/O

 Manage massively distributed NVM storage

– Scalable communications & I/Os over homogenous, shared-nothing servers

– Software-managed redundancy

– declustered replication & erasure code with self healing

DAOS
NVM

StorageFabric

High msg rate & bandwidth
Omni-Path
libfabric (userspace libraries)

High IOPS & bandwidth
3D-XPointTM/3D-NAND, NVRAM/NVMe,…
SPDK/NVML (userspace libraries)

Highly scalable
End-to-end OS bypass
Rich Storage API



Xeon

Accelerator

Nervana

Neuromorphic
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Boot/ debug 
Ethernet

Fabric
Interconnect

PCIe

NVM

Node Architecture View: 

Should allow for tight integration of…

Intel® Xeon®
Intel® Nervana™
Neuromorphic
FPGA
3DXPT
3DNAND
custom

Key attribute of systems in the future will be highly configurable and need to be able to support upgrades to 
fundamentally new technologies.
• Many new technologies on the horizon. Want to be able to accommodate when they are 

available.
• Already see need for larger degree of configurability in systems based on workload focus.
• Same architecture should cover HPC, ML and Data Analytics through configuration.
• Need a consistent software story across these different workloads.



Change of workloads

Simulation, when models exist

ML, when models are lacking; or with large datasets; or to speed up DA 
of experimental data

handling different numerical precisions

Focus on

computing (CPU, accelerators) & stacked memory

data management, integrated storage

complex worflows
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Domain Platform 

Abstractions

Domain Runtime 

Environments

(Domain-aware 

RM plug-ins)

Global Resource 

Management

Resource 

Provisioning

(Compute, 

Network, Storage)

Infrastructure

Abstractions

Resource Pools

(Public & Private)

Multi-domain Resource Manager

HPC
(e.g., MPI, SHMEM)

(e.g., Cobalt, SLURM)

Compute
(Xeon, Xeon Phi, FPGA)

Storage Abstractions
(e.g., POSIX, Object, Block, HDFS, DAOS)

Object Stores
(e.g.,RADOS (Ceph), AWS S3, Swift, Lustre 

OST)

Networking 
(OmniPath, Ethernet, IB)

HPC, Analytics and Big Data, AI and Machine Learning

AI  ML  DL
(e.g., Tensor Flow)

(e.g., Caffe)

Big Data Analytics
(e.g., Hadoop)

(e.g., YARN, Spark 

RM)

SDI Virtualized Provisioning
(e.g., OpenStack, AWS, Azure, Google, Containers)

Bare-metal Provisioning
(e.g., xCAT, Warewulf, Ironic)



Simplified programming transforming Memory & storage

Manufacturing excellenceAdvanced architectures

DAOS

SCALAR VECTOR MATRIX SPATIAL

+ Quantum & Neuromorphic

UNIFIED SINGLE SOFTWARE ABSTRACTION 
AND DOMAIN-SPECIFIC LIBRARIES

RE-ARCHITECTING THE MEMORY 
HIERARCHY AND FILE SYSTEMS

COMPUTE ARCHITECTURES 
FOR ALL YOUR WORKLOADS

ADVANCED PACKAGING 
FOR HETEROGENEOUS INTEGRATION

Growing the ecosystem 
and advancing HPC & AI 

through open standards

PROCESS PACKAGING

FPGA

10th Gen 
Intel® CoreTM

Processor
EMIB + “FOVEROS”

OPEN
STANDARDS 

OPEN
STANDARDS 

10 NM in 
2019

10 NM in 
2019

PMDK



Single unified stack with resource allocation and scheduling across all pillars and ability for frameworks and 
libraries to seamlessly compose

• Cohesive software stack, Unified control system

Minimize data movement: keep permanent data in the machine via distributed persistent memory and 
maintain availability requirements

• Enhance with data-aware scheduling

Support standard file-based IO with high performance and provide incremental path to a memory coupling 
model for highly efficient HPC, BDA, and AI interaction

• DAOS provides high performance file-based and object-based capabilities

Continue driving scalable high performance HPC simulation capability

• Example areas: MPICH, OFI, mOS, optimized libraries



• New and emerging technologies are enabling new building blocks from which we will 
architect future systems

• Future systems will enable both excellent legacy performance and a transitional path to 
exascale performance.

• User focus on computation per memory will pay big dividends across architectures.

• We have an exciting path to exascale which will mean multi-PF racks for broad HPC 
usage

• System Software and User applications will continue to have opportunity to stay on the 
exponential performance growth curve through exascale and beyond.

• Power of systems is an increasing challenge. More focus on TCO optimization.

• The convergence of AI, data analytics and traditional simulation will result in systems 
with broader capabilities and configurability as well as  cross pollination. 




